
PRASA'S
ALTERNATIVE
COOLING TECHNOLOGY
SOLUTIONS
Pioneering E�iciency with RDHx, DCLC and
LIC Cooling Solutions
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PRASA AT GLANCE SUSTAINABLE DC COOLING SOLUTION 

RDHx
(Rear Door Heat Exchanger Solutions)

COMPANY LEGACY

Prasa is one of the India’s leading data centers and 
mission-critical infrastructure solutions and service 
providers.

For over 30 years, Prasa has been known for delivering 
innovative turnkey data center solutions that are 
highly e� icient, Scalable, economical, and agile. From 
providing consultancy to building, then managing and 
maintaining, and finally backing it up with resilient 
products and critical services, we do it all!

Established in 1994, our in-depth knowledge & vast 
experience of all these years in building data centers 
have helped us develop in-house expertise in the 
data center skill sets.

With a strong team of numerous CDCP Certified 
professionals and, a certified Project Management 
Team, designing & deploying multiple Data Centers, 
we at PRASA are not only helping customers build 
data centers, but we can help them build the very 
foundation of their digital future!

Rear Door Heat Exchangers (RDHx), is the most e�ective air cooling 
technology in high-density environments. It can cool up to 74 KW of 
heat load inside a single 52U rack.

RDHx systems work by removing heat from the exhaust air of IT 
equipment through a heat exchanger mounted on the back of the 
server rack. In this process, chilled water (the "liquid" component) 
absorbs heat from the exhaust air, cooling it before recirculating it 
back into the data center

KEY FACTORS TO CONSIDER INCLUDE:

PRASA has successfully implemented over 4-5 MW of RDHx cooling 
capacity, showcasing its commitment to innovative, e�icient data 
center cooling solutions. With Power Usage E�ectiveness (PUE) 
values between 1.35 - 1.4, PRASA’s RDHx deployments have 
demonstrated significant energy savings and optimized performance 
for data centers. Contact us today to learn how PRASA can elevate 
your data center's e�iciency with cutting-edge cooling solutions.

Prasa has completed 30 successful years in the
year 2024 and continuously progressing towards
new accomplishments in the Data Center industry.

What makes us one of the best 
data center solutions and 
services providers in India?

• Highly trained and 
 experienced professionals

• Over 100+ Data Centers of 
 experience in the industry

• High Uptime and 24x7 support 
 services

• Unique, customized solutions 
 for your needs

• Agile, e �icient, and 
 cost-e �ective solutions

30+
Years in Business

100+
Data Centers Implemented

200+
Professional Sta�

5000+
Satisfied Clients

HEAT LOAD:
RDHx is most e�ective in high-density environments with 
substantial heat loads, providing e�icient cooling directly at the 
equipment level.

SERVER DESIGN:
RDHx suits any of the shelf air-cooled servers with the latest 
CPU/GPU processors.

RDHx
PUE: 1.35-1.4

PRASA EXPERTISE:
PRASA's ability and experience to select and integrate the right product portfolio to achieve high-density cooling 
mechanisms using air as a medium has been the best in the industry. PRASA takes complete end-to-end responsibility 
for picking the right product to integrate with the rack suitable for the deployed compute inside the rack to give a 
seamless experience for the customer.
PRASA undertakes the responsibility of:
• The right Selection, Supply, Installation, and commissioning of chiller as per the ambient temperature.



SUSTAINABLE DC COOLING SOLUTION 

DCLC
(Direct Contact Liquid Cooling)

DCLC System Types:

Direct Contact Liquid Cooling (DCLC) represents a leap in e�iciency 
and performance for high-density data centers. Also known as 
Liquid-to-Liquid Cooling, DCLC operates by channeling coolant 
directly over server components, such as CPUs, GPUs, and memory, 
e�ectively managing temperatures while supporting heat loads up to 
80kW per rack.

PRASA has successfully implemented this technology for nearly 2 MW 
of IT load, operating e�iciently for several years.

WHY DCLC?
DCLC minimizes environmental impact and reduces operational costs. Heat is 
transferred away from critical components and dissipated through an integrated heat 
exchanger, achieving Power Usage E�ectiveness (PUE) ratings between 1.2 to 1.3.

DCLC systems are optimal for scalable deployments, providing unmatched thermal 
control even in demanding climates and environments.

Single-phase Direct Contact Liquid Cooling 
(DCLC) utilizes a two-liquid system to manage 
heat. The primary liquid in this setup is warm 
water, which absorbs heat directly from the server 
components. The secondary liquid is a mixture of 
water and glycol, which acts as a coolant to 
transfer the absorbed heat away from the IT 
hardware.

SINGLE-PHASE DCLC:

DCLC
PUE: 1.2-1.3

Two-phase Direct Contact Liquid Cooling (DCLC) 
is an advanced thermal management system that 
uses two distinct liquids to enhance cooling 
e�iciency. The primary liquid in this system is 
warm water, which absorbs heat from the IT 
components. The secondary liquid is a 
synthetic-dielectric liquid, which is engineered to 
facilitate heat absorption and ensure a more 
e�icient phase-change process.

TWO-PHASE DCLC:

Types of
Coolant Distribution Units (CDU):

Coolant Distribution Units (CDUs) are critical in maintaining optimal temperature control within data centers, ensuring 
that servers and IT equipment operate at peak e�iciency. Various types of CDUs are available to meet the specific 
cooling needs and configurations of data centers. These include In-Row or Sidecar, In-Rack, Liquid-to-Air (L2A), and 
Liquid-to-Liquid (L2L) CDUs, each designed with unique features and tailored to specific cooling requirements. 

Liquid to Air (L2A) CDUs:
Liquid-to-Air (L2A) Coolant Distribution Units (CDUs) 
e�iciently transfer heat from a liquid coolant, such as 
water or a water-glycol mixture, to the surrounding air.

Liquid to Liquid (L2L) CDUs:
Liquid-to-liquid (L2L) Coolant Distribution Units 
(CDUs) transfer heat between two distinct liquid 
cooling loops, with facility water used to extract heat 
from the equipment in server racks and rows. 



SUSTAINABLE DC COOLING SOLUTION 

LIC
(Liquid Immersion Cooling)

Liquid Cooling for AI Workloads

GRC Delivers Game-Changing Cooling

Business success today is increasingly tied to 
IT. Yet traditional data centers are facing a host 
of challenges. For one, they are very costly to 
build & di�icult to support in harsh 
environments. What’s more, amid a soaring 
demand for greater computing capabilities, 
server heat dissipation has become a huge 
barrier, as have rising power costs.

Redefining the E�iciency and Sustainability 
of Data Center Cooling Micro-Modular, 
Rack-Based Immersion Cooling System for 
Enterprise Data Centers:

 • Increases cooling performance up to an
     amazing 368 kW*

 • Cuts cooling energy by up to 95%

 • Reduces TCO up to 44%

 • Delivers an outstanding mPUE of <1.03

 • Conserves water and power - Be Greener!

 • Decreases compute footprint dramatically

 • Works with all major OEM servers

In today’s dynamic technological landscape, artificial 
intelligence (AI) is catalyzing an unprecedented 
demand for high-performance computing (HPC) 
solutions. The rapid adoption of AI applications, 
powered by advanced machine learning (ML) and deep 
learning algorithms necessitates significant 
computational resources to process vast datasets and 
execute complex operations. This computational 
intensity, while critical for innovation, generates 
substantial heat within data center environments, 
posing challenges to traditional cooling systems.

Conventional air-cooled systems often fall short of 
addressing the high heat density produced by AI-driven 
workloads. As a result, forward-thinking organizations 
are turning to innovative liquid cooling technologies to 
meet these demands e�ectively. Liquid cooling 
solutions utilize advanced methods such as submerging 
hardware components in dielectric fluids or delivering 
targeted coolants directly to heat-intensive 
components. These approaches not only enhance heat 
dissipation but also improve overall system 
performance, energy e�iciency, and reliability.

ICEraQ
PUE: <1.03

Cost-E�ective Future Proof Scalable Agile

Resilient E�cient

Ar�ficial Intelligence

Chatbot

Machine Learning

Cloud Compu�ng

Product Management

Robot Assistant DevOps
Deep Learning

Cyber Security

Big Data

At PRASA, we are at the forefront of 
delivering state-of-the-art cooling 
technologies tailored to meet the demands 
of AI and HPC environments.

Our portfolio includes: RDHx, Direct 
Contact Liquid Cooling (DCLC), and Liquid 
Immersion Cooling (LIC)

These innovative solutions are designed to 
meet the growing computational and 
thermal demands of AI workloads; ensuring 
data centers achieve peak performance and 
reliability while maintaining energy 
e�iciency and sustainability. With PRASA’s 
expertise, businesses can embrace 
AI-driven growth confidently, knowing their 
critical infrastructure is supported by 
advanced, reliable cooling systems.
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Scan to
Enquire Now!

Scan to watch
Prasa’s Cooling

Solutions Videos

Scan to watch
Prasa’s Podcast on
Cooling Solutions

Corporate O�ice (Pune):
PRASA INFOCOM & POWER SOLUTIONS PVT.LTD
O�ice No. 501, 502, Teerth Exchange, Sr. No. 45 1A/1, Baner, 
Pune Bangalore Highway, Pune, Maharashtra, 411045 India
+91 20 4722 5341 | 8806667991 | 8806667980
prasapune@prasa-pl.com | enquiry@prasa-pl.com

Admin O�ice (Pune):
Unnati, Sr. 4A+4B, Paud Rd, Lokmanya Colony, Kothrud, 
Pune, Maharashtra 411038

Ahmedabad

New Delhi

Hyderabad

Pune, Mumbai, Kolhapur

Bengalore

www.prasa-pl.com


